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NEWS: DB Time Is Not News
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. DB Time is Pervasive, Familiar, Evolutionary

* DB Time is the fundamental measure of Oracle
performance
— Arrived at progressively but designed-in from 10g

* You are likely using DB Time methods already

— AWR and ASH reports
— Enterprise Manager

DB Time is performance analysis science matured
— Wait event analysis, YAPP and tracing are all its ancestors

ORACLE



DB Time on the Database Home Page

 Host CPU
* Is host CPU-bound? Is this DB responsible?
» Active Sessions

« DB Time accumulation by CPU, User I/O, Wait

ORACLE Enterprise Manager Sewp Preference: Help Logout
Grid Control 11g Home SEET{TLG Deployments Alerts |« Compliance | lobs  Reports My Oracle Support
Databases | Hosts | Middieware | Web Applications | Services | Systems
Cluster: clist >
Cluster Database: ADB2.oracle.com
| Home | Performance  Avallsbilty  Server Schems  DataMovement  Software and Support ~ Tooology
. ) . omatically (60 sec) »
Host CPU Active Sessions ¥ {60 sec)
General
ﬁ Shutdown )| Black Out ) 100% 299.400
Status Up @ 75 224.550
Instances 15 ( 1016) . Wait
Avalablity (%) 100 O T
1, e 50 M Other 149.700 B User 1O
Cluster abh_clust . ADBZ2
Database Hame ADB2 — | (=0
Version 11.1.0.7.0 25 74.850 =
Wiew Al Properties
0 0.000
Diagnostic Summary . - — -
Interconnect Alerts «# 0 Database Size (GB) 71,589.984 Console Details
ADDM Findings Mo ADDM run available Problem Tablespaces (1Y 2 Data Guard & Primary
Active Incidents 0 Pl Segment Advisor Recommendations (1) 54 Last Backup X nf3
Usable Flash Recovery Area (%) 70.8
Flashback Time Dec 21, 2009 £:55:13 AM
Problem Services /Ty
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DB Time on the Performance Page

* Area under curve is equal to DB time
* Wait class breakdown indicates solution space

fverage Active Sessions

70
[ Other
60 Cluster
Queusing
il B Network
99th percentile
B Administrative
. B Configuration
10 B Commit
B Application
20 B Concurrency
B SystemI/0
10 B Userl/0
0 Scheduler
03:52PM  03:57PM 04:0ZPM 04:07PM 04:12PM 0417PM D4:2ZPM O4:2TPM 04:3EPM 04:37PM O4:42PM 04:147PM oy
Top Activi
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DB Time on the Top Activity Page

* Plots DB Time from ASH data
« Shows top DB Time consumers by SQL and Session

Cluster: abh clust = Cluster Database: ADB2.oracle.corn > Database Instance: ADB2 oracle.corn BHDBE1 = Logged in As CSDBA
Top Activity Switch Database Instance| ADB2.oracle.corm_ BHDE1 Vi"('jo_)

Drag the shaded box to change the time period for the detail section below.

“iew Data Real Time: 15 Second Refresh Vi

32 I p I oOther
. ﬂ\ | Cluster
28 "l\ | Queueing
24 f & A B Network
¢ 20 %] | B Administrative
g B cConfiguration
ﬁ 18 B Commit
U o4 B Application
ﬁ 8 Maxirmurn CPU B Concurrency
B System I/D
4 B UserI/O
o Scheduler
O03:52PM O3:57PM O4:02PM O4:07PM O4:12PM t17PM O4:22PM 41 27PM O4:32PM O4:37PM Od:42PM 04:47PM B cru
Detail for Selected 5 Minute Interval
Start Time Jul 6, 2010 4:45: [ Run A5H Report )
Top SOL Top Sessions
Actions| Schedule SOL Tuning Advisor | &g View Top Sessions v|
Select All | Select Mone |,C\|:ti\.riq.I (%) |Session ID|Use| Name |Proulan|
Select[Activity (%) = [saL I SOLType | | EEE—— 1011 0CS _CODE 09122010 JDBC Thin Client
O g 1236 agzmsOnt6edus  SELECT I 53 1142 0CS _CODE 03122010 JOBC Thin Client
| : agzmsnibesus ;
| 919 Dibbsiivaxs7d SELECT o 1.82 1382 QOCs_CODE_03122010 JDBC Thin Client
O = 22' R R . 24 1425 QOCS_CODE_03122010 JDEC Thin Client
e = —" 1016 OCS_CODE 03122010 JDBC Thin Client
O o 455 Ahdheas T SELECT — 1789 svs oracle@abhdb01 (LMS0)
O | — 450 Iohevaiaael  [SELECT [r—_ T 1768 5YS oracle@abhdb001 (LMS1)
| 2 dffx9shrrlj464 SELECT 14 1311 OCS_CODE_ 03122010 JDEC Thin Client
| 277 bEtOikefbzsbim SELECT 1.12 1074 0CS_CODE_ 03122010 JDEC Thin Client
== bitljkcibzsbm 1 fe o B e Tl
D = 259 cdS8zudz5kurf SELECT -| 1.0 1166 OCS_CODE 03122010 JOBC Thin Client
Tetal Sample Count: 4,740
O gy 246 Zkzghl52Bhhg?  SELECT s T
[ o 1.85 AAurddmmefe MR OV
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DB Time in AWR Report

Time Model Statistics

® Total time in database user-calls (DB Time): 2346 Es

* Time Model measures and ® Crdered by % or DB time desc, Statistic name

accumulates DB Time through
session instrumentation

« DB Time and DB CPU most |5q| execute elapsed time | 2.282.41 | 8726
important DB CPU | BD1.12| 25,52
|parse time elapsed | 'IEIF.Eh1| 460
- Also shows DB Time expended |har|:| parse elapsed time | 94.5III| 4.03
in various sub-operations |PL/SQL compilation elapsed time | 143 0.06
||:|:|nnecti|:|n management call elapsed time | III.F"III| 0.03
IPL/SQL execution elapsed time | 03| 0.01
|repeated bind elapsed time | III.22| 0.01
|hard parse (sharing criteria) elapsed time | III.'|2| 0.01
|fai|ed parse elapsed time | III.EIf1| 0.00
|sequence load elapsed time | III.IIIE| 0.00
|har|:| parse (hind mismatch) elapsed time | 0.1 | 0.00

DB tirme | 234661 |

|I:|a|:kgr|:|und elapsed time | 14.43|

||:|ac:l-:gr|:|un|:| cpu time | B.EE|
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. DB Time in AWR Report

* If you tune by Wait
Events you are tuning by
DB Time

* Top 5 Timed Events in
the AWR report shows
CPU time and non-idle
waits for foregrounds

Top 3 Timed Foreground Events

I () ) e
DB CPU 1,270 5,01
drectpainread 222200 661 0] 2862 Userll0
direct path write temp 11,753 199 7 8.63 User [0
direct path read temp 40,182 156 4 6.76 User [0

l0g file sync 187 : 48 0.33 Commi
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DB Time in the Grid Control DB Loadmap

 Maps DB Time across the enterprise
» Cell size proportional to DB Time

Wiew & Oracle Load Map O Search List Page Refreshed N

Total Active Load: 578.2 active sessions

i I 148 12
160 (active sessions) 21 S e ora
GMAIL_ADB1.oracle.com gmidap1.oracl cle.com
ecorp.com
] 5
apeE003rms BIMQC.Us
_rm&ext aaracle.c
4
g whlda
tmsext aph
56 003rms.us. 3 2 |2
arEEE pa bdna farm |rms
csemdb.oracle.com
g 3 2 2 1
emprod 1 ORALC stpr | SE Shy
IFSAS. [3 L e
7 ES-OR ariaD ek 1
MYOPROD. | puikgc
us.oracle.co || e 1

View Level: (») Database () Instance
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DB Time Fundamentals
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. Why Do We Care About Time?

Human time is critical to the enterprise

Systems performance affects business goals
— Human time + technology resource time

“Time is money”

Performance improvement means doing things faster

Performance is always and only about time

ORACLE



. DB Time Defined

* Total time in database calls by foreground sessions
 Includes CPU time, IO time and non-idle wait time
DB Time is not called response time on purpose

« Common currency for Oracle performance analysis

Database time is total time spent by user
processes either actively working or actively
waiting in a database call.

ORACLE



. Session-level Concepts

Database Time (DB Time) =

Total time session spends in all database calls

Active Session =

Session currently spending time in a database call

Average Activity of the Session (% Activity)

= Ratio of time active to total wall clock time

= Sum(Active Time) / Elapsed Time

Browse
books

Read reviews
for a book

Add to cart

Ch‘eckout

hmdnmi

M = time spent in database

l

A

A\ 4 A

» TIME
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. Multiple Sessions

DB Time = Sum of DB Time over all sessions

Avg. Active Sessions = Sum of Avg. Activity over all sessions

= Sum(DB Time) / Elapsed Time

B " Userl

T N I User?

— — > User3

. » User n
TIME

B = time spent in database
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. Visualizing DB Time

User 1

User 2

User 3

User n

t0 i
4
3
2
1
Active Sessions over time TIME
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Enterprise Manager Performance Page

» Active Sessions by walit class over time
* Colored area is the amount of DB Time

2.4
1.6 d
cPU Coras B Load Average
0.8 Mon-Database Host CPU
i Instance Background CPU
06145PM  06:S0PM  06:55PM  0O7:00PM  07:05PM  07:10PM  O7:15PM  O7:20PM  07:25PM  0F:30PM  0F:35PM B Instance Foreground CPU
l Run ADDM Now ‘ l Run ASH Report

fAverage Active Sessions (#) Foreground Only () Foreground + Background

DB Time on User I/O is always blue

2.4 I Other
Cluster
2 Queueing
B Network
1.6 B Administrative
B Configuration
1.2 B Commit
B Application
0.8 B Concurrency
B System I/D
0.4 B UserI/O
Scheduler
0 CPU Wait
O&:40PM O&:45PM O&:S0PM O&:35PM 07 :00FM 07:05PM (10PM 07:15PM 07:20PM 07:25PM 07:20PM 07:35PM B cpu

@ DB Time on CPU is alyays green Top Activ
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DB Time and
System Performance
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. System Load and DB Time

* More users

l More database calls

. DB Time increases

« Larger transactions

‘ More SQLs per call

. DB Time increases

DB time increases as system load increases.

ORACLE



. System Performance and DB Time

* |/O performance degrades

‘ /O walit time increases

. DB Time increases

» Application performance degrades

‘ Longer elapsed time per SQL

. DB Time increases

DB time increases as performance degrades.

ORACLE



. Host Performance and DB Time

 Host is CPU bound

l Foregrounds accumulate active run-queue time
i | Wait event times are artificially inflated

. DB Time increases

Tune for CPU before waits when CPU constrained

ORACLE



. CPU Run-Queue and DB Time

Recorded wait time Recorded wait time

> > User 1
N Run-queue T Run-queue T
Db file sequential read On CPU Db file sequential read On CPU
Actual wait time Actual wait time

DB time is inflated when hostis CPU -bound

ORACLE



The DB Time Method for
Performance Tuning
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. The DB Time Method: Short Course

or
just ask ADDM

ORACLE



. The DB Time Method: Process

1. Identify performance issue
2. Scope the issue
3. Set goals

AWR handles this

5. Investigate DB time distribution
— Identify largest potential improvement

6. Modify system to tune for largest gain
7. Evaluate against goals

Performance tuning by removing excess DB time

ORACLE



ldentify and Scope the Problem
* Big spike = big problem!
« Container (host) or database issue?

e L LR L W BE B WL MW s WE W B B s s Wl WA W W W

Home Performance l Availability Server Schema Cata Moverment Software and Support

Baseline Mame HNone i Settings] “iew Data Real Time: 15 Secaond Refresh [i]
Shew W] CPU Cores [ | CPU Threads

Host: Average Runnable Processes [v] Show Load Average

2.4
1.6 d
CPU Cores B Load Average
o.a - MNon-Dratabase Host CPU
0 Instance Background CPU
0Z2:40PM  02:45PM  02:SOPM  02:SSPM 03:00PM  03:05PM  03:10PM  03:15PM  03:20PM  03:25PM  03:30FM  03:35PM B Instance Foreground CPU
I Run ADDM Now ] [ Run ASH Report

Average Active Sessions (#) Foraground Only () Foreground + Background

2.4 W oOther
Cluster

Queusing

B Hebwork
1.6 B Administrative
B configuraton
1.2 B Commit
B Application
o.s H cConcurrency
B system I/D
0.4 B UserI/0
Scheduler
o CPU Wait
0z:40PM 0z2:45PM 0z:50PM 0z:55PM 03:00PM 03:05PM 03:10pPM 03:15PM 03 20PM 03 25PM 03:30PM 03:35PM m cpu

Top Activi

= =
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. Investigate DB Time Distribution

|dentify excess DB time
— Look for large skews in time that may represent inefficiencies

System scope:
— Resource limits — is problem outside the DB?
— Resource contention (latches)

Application scope:
— Service, module, action
— SQLID, rowsource
— Resource contention (enqueues)

Session scope:
— Long-running SQL
— Resource contention (holding enqueues in uncommitted txns)

ORACLE



Investigate DB Time distribution

* Which wait classes are dominant?
* “Top” lists show skew in key dimensions (SQL, session, file, etc.)

Cluster: abh clust = Cluster Database: ADB2.oracle.corn > Database Instance: ADB2 oracle.corn BHDBE1 = Logged in As CSDBA
Top Activity Switch Database Instance| ADB2.oracle.corm_ BHDE1 Vi"('jo_)

Drag the shaded box to change the time period for the detail section below.

“iew Data Real Time: 15 Second Refresh Vi

32 I p I oOther
. ﬂ\ | Cluster
28 #‘\‘ | Queusing
24 f B Network
4w S | B Administrative
g B cConfiguration
ﬁ 18 B Commit
U o4 B Application
g 8 Maxirmurn CPU B Concurrency
B System I/D
4 B UserI/O
o Scheduler
03:52PM 0z:57PM O4:02PM O4:07PM 04:12PM 04:17PM 04:22PM 04:27PM O4:32PM 04:237PM O4:42PM 04:47PM B cru
Detail for Selected 5 Minute Interval
Start Time Jul 6, 2010 4:45:56 PM [ Run A5H Report )
Top SOL Top Sessions
Actions| Schedule SOL Tuning Advisor | &g View: Top Sessions ¥
Select All | Select Mone |,C\|:ti\.riq.I (%) |Session ID|Use| Name |Proulan|
Select[Activity (%) = [saL I SOLType | | EEE—— 1011 0CS _CODE 09122010 JDBC Thin Client
O g 1236 agzmsOnt6edus  SELECT I 53 1142 0CS _CODE 03122010 JOBC Thin Client
| : agzmsnibesus ;
| 919 Dibbsiivaxs7d SELECT o 1.82 1382 QOCs_CODE_03122010 JDBC Thin Client
O = 22' R R . 24 1425 QCE_CODE_03122010 JDBEC Thin Client
e = —" 1016 OCS_CODE 03122010 JDBC Thin Client
O o 455 Ahdheas T SELECT — 1789 svs oracle@abhdb01 (LMS0)
O | — 450 Iohevaiaael  [SELECT [r—_ T 1768 5YS oracle@abhdb001 (LMS1)
O 2 dff xS shrrj464 SELECT 14 1311 ‘OCS_CODE_03122010 JDBC Thin Client
Oy 277 bEtOikefbzsbim SELECT 2 1074 0CS_CODE_ 03122010 JDEC Thin Client
D = 259 cdS8zudz5kurf SELECT -| 1.0 1166 OCS_CODE 03122010 JOBC Thin Client
Tetal Sample Count: 4,740
O gy 246 Zkzghl52Bhhg?  SELECT s T
O o 1.85 4auradmmeflvy UMM OWWE
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. ldentify Time-saving Modifications

e System scope:
— Initialization parameter changes
— Add resources or capacity

* Application scope:
— SQL Tuning Advisor: SQL profiles
— Real-time SQL Monitoring
— Access Advisor: Physical schema layout
— Re-write SQL

¢ Session scope:
— Kill session for immediate contention relief
— Application design changes often long-term solution

ORACLE



. Critical Success Factors

Match solution scope to problem scope
— Don’t tweak optimizer parameters before tuning SQL

Address root causes, not symptoms

Proceed iteratively one fix at a time
— Concurrent fixes should be orthogonal

Measure and validate results at each successive step

« Stop when goals are met



. Advantages of the DB Time Method

* Tunes exactly what affects users:
— Time wasted in database

e Data capture not necessary:.
— ‘Always on’ instrumentation framework (AWR, ASH)
— No requirement to reproduce problem (unlike tracing)

» Superior coverage of all scope levels
— Works for concurrency problems such as locking
— Tight integration with kernel-engineered tools

* Maturation and extension of well-proven methodologies

ORACLE



DB Time Based Tools:
ADDM

Enterprise Manager
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. Tools for Applying DB Time Method

Two use-cases, one method:

1. Tuning steady-state performance
— Improve overall workload throughput or response time
— Best practice: use ADDM

2. Diagnosing transient performance problems
— Confirm and investigate reported performance issues
— Best practice: use EM real-time screens

ORACLE



Example: Using ADDM

* Users complain about bad performance
 AWR report indicates some unusual issues on system
* What to do?

Top 9 Timed Foreground Events

NNNNNNNNNNNNNNNNNNNNNNNNNNNNN

Avg

walt % DB
Event Waits Time (3) (ms) time Wait Class
eng: HW - contention 2,518 5,310 73 41.0 Confiqurat
buffer busy waits 81,12 4,693 28  36.3 Concurrenc
eng: TX - contention 133 1,699 12776  13.1 Other
Data file 1nit write 6,839 300 44 2.3 User I/0O
free buffer walts 14,733 144 10 1.1 Confiqurat

ORACLE



. What does the Internet advise?

* Let’s search on ‘enq: HW contention’
e 9,000 hits and LOTS of discussion

eng: HW - contention Search

About 9,090 results (0.27 seconds) Adwvanced search

OTMN Disa™ision Forums  eng. HW - contention waits

May 13, 2005 ... WWe hawe a production database running on RAC (4-node) (10.2.0.3 on Salaris
107 and I'm noticing a lot of waits on "eng: HW - contention”. ...

forurms. oracle. comfforumssthread. jspafmessagelD. . tstart. .. - Cached - Similar

Eng: T - index contention ... - 2 posts - Aug 15, 2009
Performance issue ... - 11 posts - May 17, 2007

More results from forums. oracle. com =

eng HW - contention waits - cracle-| - Freelists

Apr 18, 20058 ... RE: enq HW - contention waits. From: FE: eng HW -
contention waits. From: Fe: eng HW - contention waits ...

wanne. freelists. orgfpostforacle-lfeng-HW-contention-waits - Cached - Similar

Fe: eng HW - contention waits - oracle-1 - Freslists

He: eng HW - contention waits. From: Ta:
Date: Fri, 18 Apr 2003 21:12:00 -0500 ...

waane freelists orgfpostforacle-lfendg-HW-contention-waits 5 - Cached

| Show more results from wwew freelists. org

eng. HW - contention
Jan 17, 2006 ... AWRMADDRN shows the reason for the s_ln:uw dowr to hE': HWwWh contention

ORACLE




Example: Following the links

« Many hits are other people asking the same question — what do |
do about this wait event?

FreelLists
L Fome

enqg HW - cohitention waits
RO

Yo oracle-l coracle-l@essm kRl EEE
Oade: Fri, 18 Apr 20082 15:232:52 -0500

Grestings,

e hawe a prodaction databaze runmning o BAC (d-node] [(lO0.Z2.0.3 on Solaris
10 arnd IT'm noticing a lot of waits on ""eng: HWT — contention™. Doing a bit
aof researching tells me that it is related to HWM extCensions [(Cconcurrent
insert=s). We hawe no control orn the application o I wonder what could be
dAorne from the database emnd Co tuane this ap (if anvything). Here's what T see
Ffrom the AR during the time it showed up —-

Top 5 Timed Ewrents

Eventilaj tzTime (=)l4awg WMaitim=s)% Total Call TimelWlait Clas=s CPT time TLolas 4A5.5
erndg: HI - contentiorn &7 ,0534d 5,263 79 SZ.0Configuratcion SOLYHNetT bhreak  reset

o client ol,006 1,504 25 9. z24pplication dbh £ile secuential read

152,431 S5555. Al0=er

ORACLE



Solution: ADDM in Enterprise Manager

* Performance Page shows a spike of unusual activity
» Click on the ADDM analysis icon

Horme: Performance [ Luvailability Server Schema Data Movernent Software and Support

Bazeline Mame SYSTEM_MOVING_WINDOW (Settings ) Wiew Data| Real Time: 15 Second Refresh V|

Baseline statistics have not yet been computed
Shaw V] CPU Cores

Host: Runnable Processes |v] show Load Average

Q B Load Average
CPU Cores Non-Database Host CPU

.- = e Instance Background CPU

12:55PM  01:00FM  01:05FM  01:10PM  01:15PM  01:20PM  01:25PM  01:30PM  01:35PM  01:40PM  01:45PM  0O1:50PM B Instance Foreground CPU

Frormable
=T R -

l Run ADDM Now J l Run AS5H Report J

Average Active Sessions (s) Foreground Only () Foreground + Background

Ly

1 I oOther

Cluster
DQueueing
Network
Administrative
Configuration
Commit
Application
Concurrency
System I/0
User I/0
Scheduler
CPU Wait

B cru

CPU Cores

[ R C- BT R T TR = SRR T« RV e |

12:55PM 01:00PM 01:05PmM 01:10PM 01:15PM 01:20PM 0L1:25PM 01:20PM 01:25pM 01:40PM 01:45PM 01:50PM

@ Top Activity




Solution: Using ADDM

 ADDM performance findings are DB Time based

* Ranked by impact = percent of DB Time affected
» Click on the issue with the highest impact

Automatic Database Diagnostic Monitor (ADDM)

Page Refreshed Jul 12, 2010 6:17:07 PM PHT  (_Refresh
Database Activity

The icon selected below the graph identifies the ADDM analysis period. Click on a different icon to select a different analysis period.

ADDM Performance Analysis
Task Mame ADDM:570420430_1_2

(Filters ) [ Wiew Snapshots ) | View Report |

Average Active

_ _ . _Jul 12,2010
Task Owner SYS Cessions Period Start Time  Jul 12, 2010 5:50:28 PM End Time 6:01:48 PM

|Impact (%) ; |Finding_ ding with analysis period)

I 4 A atarmmark U aibe

— w4 Hiah Watermark Waits

= 121 Unusual "Other" Wait Event

| 2.3 Unusual "User 10" Wiait Event

| 2.1 Top Segrments by "User [0 and "Cluster"

P> Informational Findings

Home | Targets | Deployments | Alerts | Complance | Jobs | Reports | My Orade Support | Setup | Preferences | Help | Logout

Copyright @ 1996, 2010, Oracle andfor its affliates, Al rights reserved.
Oracle is a registered trademark of Oracle Corporation and/or its affiliates,
Other names may be tradermarks of their respective owners,

About Cracle Enterprise [Yanager




Solution: Using ADDM

« ADDM recommendations describe solutions for findings
 EM presents ‘implement’ actions where possible

ORACLE Enterprise Manager Setup Preferences Help Logout
Grid Control 11y Home @RET([EE Deplowments Alerts Compliance loks Reports My Cracle Support

All Targets | Databases | Hosts | Middleware | web Applications | Services | Systems | Groups | Wirtual Servets

Database Instance: krelease = Automatic Database Diagnostic Monitar (ADDMYSYS ADDM:S70420430 1 A = Logged in &5 55

Performance Finding Details: High Watermark Waits

Finding Contention on the high watermark {HW) enqueue was consuming significant database time.
Irmpact (Active Sessions) 96
Percentage of Finding's Impact (%) [ | 13
Period Start Time  Jul 14, 2010 1:29:11 PM
End Tirne  Jul 14, 2010 1:36:23 PM

Fitered NO | Finers )
Gonsiderusing ORAGLE's recommended solution of automatic segment space managementinalocally managed tahlespace

forthetablespace "WORK" containing the TABLE"SYS.TEMP"with object 1D 62790. Alternatively,you canmove thisohjecttoa
ditferenttablespace thatis locally managedwith automaticsegment space management

LiaTanase UDJeCT oo, [EME
I}Show Schemna . 10,3

Findings Path
Expand &l | Colapse Al

Findings Percentage of Finding's Impact (%)  Additional Information
W Contertion on the high watermark (HW) engueus was consurming sigrificant database time. [ 13
Wait class "Configuration” was consuming significant database time. ] 23.3

ORACLE



. Best Practice: Enterprise Manager Real-time Interfa  ce

* Transient (sub-hour) or immediate time scope
— Requires interactivity of Ul

* ‘Click on the big stuff’ ﬁ

— Data visualizations display skew directly

» Takes some expertise to separate symptoms from
root causes

ORACLE



Click on the Big Stuff — Follow the DB Time

« Spike in DB Time signals possible performance issue
 Click through to Top Activity for more details

Horme Performance l Awailability Server Schema Data Moverment Software and Support

Baseline Mame MNone i Settings] Yiew Data Real Time: 15 Second Refresh M
shew || CPU Cores || CPU Threads

Host: Average Runnable Processes |v] Show Load Average

2.4
1.6 d
CPU Cores B Load Average
n.a ) Mon-Database Host CPU
0 Instance Background CPU
02:40PM  0Z145PM 02:50PM  02155PM _DSBeD 02:05PM 0Z10PM 03:15PM 0Z:20PM 0Z:25PM 03:30PM 03:35PM B Instance Foreground CPU

I Run ADDM Now I [ Run ASH Report

Average Active Sessions (s) Foregrof : Backgraund

Other
Cluster

Queusing
Network
Administrative
Configuration
Commit
Application
Concurrency
System I/0
User I/0
Scheduler
CPU YWait

H cPu

0Z:40PM 02:45PM 02:S0PM 02:55PM i 02:05PM 02:010PM 0Z2:15PM 0Z2:20PM 0OZ:25PM 02:20PM 02:35PM

Top Activi

= =

ORACLE



Follow the DB Time — Top Activity Drilldown

» Top Activity Page confirms problem and shows highly skewed DB
Time by SQL ID. Click on top SQL ID for further details.

ORACLE Enterprise Manager 11g Setup Preferences Help Logout
Datahase Control Database
Diatabase Instance: orcl 12.0s.oracle.com = Logoed in As SY3
Top Activity

Drag the shaded box to change the time period for the detail section below.
“iew Data Real Time: Manual Refresh [i]

.z
ag B oOther
Queuesing
2.4 B HNetwork
" = B Administrative
=] -
E e B Configuration
3 ' B Commit
g 1,2 B Application
1 B Concurrency
E 0.8
B System IS0
0.4 B UserI/O
0 Scheduler
02:40PM  02:45FM  02:S0PM  02:55PM  02:00FM  03:05PM  03:10PM  03:15PM  03:20PM  03:25PM  03:30PM  03:35PM B CPU+ CPU Wait

Detail for Selected 5 Minute Interval

Start Time Jan 29, 2010 2:38:15 PM PST ((Run 45H Report )
Top SOL Top Sessions
Actions| Schedule SAL Tuning Advisur[i],@ Wiew | Top Sessions Iﬂ
Select All | Select None [Activity (%) [Session ID|QC Session ID|User Name|Program |

— I 244823 140 DOy oracle@rsaraal-
= EUTIG () 7 |SQI_‘ 1y M | pcd. us.oracle. com (PO0Z)
O I 95.94 1a7jdgkhvatyw SELECT [T 2414 152 140 Q0w oracle@rsarwal-
: d15cdidzt3 T pcd.us.oracle.com (PO03)
9.08 28 140 [w]8] oracle@@rsarwal-
O .92 lauBjkpuSar3n SELECT = e @

pcd.us. oracle.com (FOO1)

ORACLE



Click on the Big Stuff — Follow the DB Time

* SQL Details confirms this SQL produced the spike in DB Time and
shows parallel execution. Click on ‘SQL Monitoring’ to see DB
Time by execution plan steps.

ORACLE Enterprise Manager 11 g Setup Preferences Help Logout
Database Control Datalbase

Database Instance: arcl112? us oraclecom > Top Activite = Logged in As 5% 3

SGIL Details: 1a7jdqgkhvatyw
Switch to SGL 1D | Go ) “iew Data | Real Time: kManual Refresh

[~ | (_Refresh j (SQL worksheet ) (_Schedule SQL Tuning Adwisor ) (_SOL Repair Advisor )

BText Tal
select /*+ parallel(l, Z) parallelio, 1) use_hashio 1) leadingi{l) */ counti*)

from ocow.orders o, ocow.lineitem 1

where 1.1 orderkey = o.o_orderkey and ora _hashi(l.l <omment || 1.1 <omment || damp(l.l <omment)) > 0 and
ora_hashi{o.o_<omment || o.o _comment || damp (o.o cormment)) > 0 and...
Details
Select the plan hash value to see the details below Plan Hash “alue | 218
Statistics Activity Elan Flan Control Tuning Histor: S0OL Monitoring
Surmmany

Drag the shaded box to change the time period for the detail section below.
Z.4 !

CPLU Cores

2
=™
MW direct path write temp

direct path read

Adive Sessions

M direct path read temp
B CPU Used

Oz 41pPmM Oz 45PM 0Z:31PM Oz 56PM OZ:01PM Oz 0sPM OZ:11PM OZ:1sPM O3 Z21PM Oz ZePM OZ:31PM Oz 35PM

Detail for Selected 5 Minute Interval

Start Time Jan 29, 2010 2:58:15 PM [ Run &WR SOL Report ) | Run ASH Report

Activity (%) SID QC SID rogram Service Plan Hash Walue
[ 2780 23 140 oyacle@rsarwal-pod us. oracle. com (PO0Z2) SYSEUSERS 2167399637
ofaclei@rsarwal-pocd . us.oracle. com (POO3) SYSEUSERS 2167399637

I 71 182 140
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Follow the DB Time — SQL Execution Details

El SELECT STATEMENT 1 1
B $ORT AGGREGATE 1 1 1

§, Bl PH COORDINATOR — 3 z
il B PX SEND QC (RANDOM) :TQ10002 1 2 z
il B $ORT AGGREGATE 1 - 2 z
i B HASH JOIN 3ERK 41k Se——— 2 FFOZK 120M  294M | 1846
il B P¥ RECEIVE FrO2K 19k See——— 2 FFOZK j.52
il Bl P SEND HASH :TQ10001 FrO2K 19k Se— 2 FFOZK | 469
il Bl PX BLOCK ITERATOR FFOZK 19K 2 FFOZK
il TABLE ACCESS FULL | LINEITEM FFOZK 19K 26 FFOZK L 2024 e 5 s
il B BUFFER SORT — 2 1920K 11eM 1zeM ] 16K | 1.5 | 268
il Bl P RECEIVE 1920K 7S80: = 2 1920K
f B PX SEND HASH :TQ10000 1920K 780: . 1 1920K
7 TABLE #CCESS FULL | ORDERS 1920K 750 == 1 1920K 17 | 345




DB Time Method Summary

* DB time is the fundamental performance metric

* The method allows DB time analysis at many scopes
— Proper scoping of problems and solutions is critical to success

* DB time based diagnosis removes value judgments
— Scientific method, not sorcerer’'s magic

Performance improvement means doing the same
work in less DB Time









